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Competition between kinetic models in thermal decomposition:
analysis by artificial neural network
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Abstract

A new approach, based on neural networks, was developed to describe thermal decomposition process. In this method the activation function
for the neurons in the hidden layer are substituted by kinetic models functions. Within this framework it was possible to measure the individual
importance of the models under consideration.

The rhodium (II) acetate system was used as a prototype to test the efficiency of the neural network. Four models, the Prout–Tompkins
model and the Avrami–Erofeev model withm = 2, 3 and 4, were selected in a preliminary least square analysis. This will provide the present
neural network architecture with an important chemical aspect.

The competition between models was possible to be quantified by the weights in the output layer. Although this thermal decomposition
process was, in general, dominated by the Prout–Tompkins model, other models were also important to correctly describe the mechanism. The
accuracy of the computed values of decomposition fraction is shown to be greater when compared with the models separately. The present
method is of general applicability proposing an alternative efficient way to describe solid thermal decomposition data.
© 2003 Elsevier B.V. All rights reserved.
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1. Introduction

Solid state thermal decomposition can be described by
the quantityα, defined as the amount of mass lost at timet
normalized to the total mass lost. The process is based on
the production and growth of reaction nuclei, the conversion
starting at separated points on the crystal surface, associated
with imperfections of the crystal lattice[1]. These solid state
reactions are described by the kinetic equations that can
adequately describe the course of the reaction. Some of the
models were proposed by Avrami[2], Erofeev [3], Prout
and Tompkins[4], in which kinetic equations, describing
the time dependence of decomposition fraction,α(t), were
obtained.

Kinetic model of random nucleation followed by linear
branched chains growth, the An model, was used to de-
scribe the thermal decomposition of rhodium (II) acetate[5].
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Nevertheless, the correlation between experimental and the-
oretical results was better described within the neural net-
work framework [6]. Two modifications, change in time
scale and correction in the residual amount of the substance,
were found to be important.

An alternative method to describe the phenomenon, also
using artificial neural network and considering the contri-
bution of several kinetic models, will be discussed in this
paper. Although neural network was shown to be a power-
ful technique to describe the thermal decomposition process,
chemical information was lost for more than one neuron in
the hidden layer[6]. Nevertheless, the usage of several neu-
rons in the hidden layer cause smaller errors in the neural
network procedure. Thus, to recover information about the
process, a neural network with several neurons in the hid-
den layer, keeping fixed the weights in the input-layer, was
developed.

This new approach will provide information about the
contributions of models that best describe the process at a
wide range of temperatures. The accuracy of the computed
values will be tested against the best individual model that
fits the data.
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2. Multi-layer neural networks

Neural networks, i.e. softwares that simulate the brain
operation, can have architecture with connection only be-
tween neurons in consecutive layers. In this case they are
termed multi-layer feedforward. The learning process oc-
curs by examples, which consist in giving pairs of input,
t = [t1, t2, . . . , tm]T, and output,o = [o1, o2, . . . , on]T.
For every input, the network generates the correspondent
output, by adjusting the weights in an iterative way[7]. The
state of the neuronj, that receive these input data, is defined
by

oj = f

(
l∑

k=1

wkjtk

)
(1)

in which wkj simulates the synaptic connection between the
neuronsk and j and f simulates the nervous impulse. This
process is adapted into a multi-layer neural network.

A simpler neural network can be constructed if some
information about the weights for the first layer is given.
In this case, and for architecture with two layers, the
approach becomes linear, if the output is also linear.
The situation is best illustrated in the following steps
[8]:

1. The experimental data are multiplied by the weights,w1,
to givew1i. Defining,i = ( t 1 )T and followingFig. 1
one can definew1 as

w1 =




w21 w20
w31 w30
w41 w40
w51 w50


 (2)
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Fig. 1. Neural network architecture.

to obtainw1i as

w1i =




w21t + w20
w31t + w30
w41t + w40
w51t + w50


 (3)

2. The second step, a nonlinear one, requires the neuron im-
pulse to be simulated through a function, the activation
function. This function has three important characteris-
tics:
(a) Before the information has been computed, it as-

sumes a fixed value, generally given byf(x) = 0.
(b) After this, it assumes a value near to 1, implying the

neuron has been activated.
(c) Its first derivative has to be greater or equal to zero.

This property will guarantee the neural network
will reach a minimum during the training process.
This step is represented by the computation of
f(w1i).

3. The importance of each individual neuron in the inter-
mediate layer is given by the weights in the output layer,
w2. As in Fig. 1 this vector will be defined as,w2 =
( w62 w63 w64 w65 ). The output of the neural net-
work is therefore given byw2f(w1i). With a linear activa-
tion function in the output layer, the relative importance
of the intermediate neurons can be established.

The neural network error, for the present approach, is
represented by[7]:

E = ||w2f(w1i) − y||22 (4)

in which y is the experimental data. The weightsw1 and
w2 have to be optimized to give the minimum error. This
calculation can be more efficient if some previous knowledge
about the problem is available.

3. Kinetic models and neural network

Theoretical description of thermal decomposition kinet-
ics is based on the formation and growth of reaction nuclei.
Therefore, the decomposition rate, dα/dt, is proportional to
the number of active nuclei, that is, to the number of acces-
sible sites ready to decompose,α. At the end of the reac-
tion, where no more process will occur, the decomposition
rate is proportional to 1− α. This will give the right bound-
ary condition since dα/dtis zero at the beginning and at the
end of the decomposition. Also, if initially there is no ac-
tive sites,α(t = 0) = 0, no processes will occur. In this
case mass fraction decomposition will always remain equal
to zero. From simple arguments one can establish that dα/dt
is proportional toα(1−α). With the proportionally constant
denoted byk, the probability of decomposition will be given
by (1/k)(dα/dt).

In a more general view, powers of the active and re-
maining sites are more appropriate to correctly describe the
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decomposition kinetics

1

k

dα

dt
= α1−m(1 − α)1−n (5)

The parametersm and n will determine if the decomposi-
tion process is dominated by the acceleratory or retardation
stages. It has been showed[9] that all kinetic models can be
brought intoEq. (5). It is worthwhile observing this equa-
tion is separable in the variablest andα, if the integration
is to be performed. The integration constant will be denoted
by k0.

Integration ofEq. (5)gives forα a function which is sim-
ilar, mathematically, to a nervous impulse. At the beginning
of the decomposition,α is zero, and at the end, it is near
to one. This is precisely what happens when the neuron is
activated or not. Proceeding with this analogy, each neuron
in the hidden layer will have a different activation function,
each one corresponding to a kinetic model. The quantity to
be activated, for example, at the first neuron, isw21t + w20,
whereas the quantitykt+k0 will be “activated” by the kinetic
model function. Therefore, an analogy betweenw21 andk,
also betweenw20 and k0 can further be made. Input-layer
weights will be set up tok whereas bias in the hidden layer
will be equivalent tok0. Neural network model to describe
thermal decomposition, as used here, was motivated by these
similarities.

4. Results and discussion

Experimental thermal decomposition data, for rhodium
(II) acetate system, at the temperatures 198.0, 202.5, 203.5,
205.0, 207.0, 209.0, and 210.5◦C were taken as a refer-
ence system to illustrate the efficiency of this neural network
method.

A pre-analysis was performed among the available mod-
els [9] to obtain the valuesk andk0. The parameterk repre-
sents the rate constant of decomposition process and char-
acterizes the mechanism of reaction. The contribution of
different models suggests the process is governed by several
mechanisms.

Based on a linear least square procedure, four models were
selected: the Prout–Tompkins model[4], An(x) = 1/(1 +
e−x) and the Avrami–Erofeev model[2], Am(x) = 1−e(−x)m

with m = 2, 3 and 4. These kinetic equations satisfy the
criterion 2(a)–(c) imposed on the activation function and
can, therefore, be used for this objective. The neurons in the
hidden layer will then be activated as

f(w1i) =




An(w21t + w20)

Am=2(w31t + w30)

Am=3(w41t + w40)

Am=4(w51t + w50)


 (6)

The kinetic models will play the role of the activation
function.

Table 1
Individual residual errors for the models (number in parenthesis are for
power of 10)

Temperature (◦C) Model Model error

198.0 A4 8.695(−2)
A3 5.035(−2)
A2 7.840(−2)
An 5.138(−2)

202.5 A4 1.820(−1)
A3 2.068(−1)
A2 3.421(−1)
An 8.629(−2)

203.5 A4 1.656(−1)
A3 6.243(−1)
A2 3.787(−1)
An 6.746(−2)

205.0 A4 1.300(−1)
A3 1.535(−1)
A2 2.500(−1)
An 8.309(−2)

207.0 A4 1.077(−1)
A3 8.770(−2)
A2 9.895(−2)
An 6.012(−2)

209.0 A4 1.345(−1)
A3 1.519(−1)
A2 2.203(−1)
An 8.365(−2)

210.5 A4 9.027(−2)
A3 1.141(−1)
A2 1.743(−1)
An 6.121(−2)

Sincew1 is fixed the solution of (4) will be[10]

w2 = (BTB)−1BTy (7)

with B = f(w1i). The individual importance of each mecha-
nism, represented by the chosen models, will be established
by the relative values ofw2.

Together with the property of describing the whole pro-
cess as a combination of several mechanisms, an additional
interpretation ofw2 based on the asymptotic value ofα and
time scale corrections, is also possible. For large decomposi-
tion time the models giveα = 1 which does not correspond
to the real situation. In addition, these models are also cor-
rected by the introduction of another time scale, known as
characteristic time scale,τ [2], defined ast = pτ, wherep is
the probability of the initial nucleus to be activated. There-
fore an analogy betweenp andw2 is further possible.

The residual error of each individual model is pre-
sented inTable 1. The process is best described by the
Prout–Tompkins model, except for the first temperature
where the A3 model is also important. In general, one of
these models is taken to describe the thermal decomposition
process[5] which is clearly an approximation. The present
neural network architecture will attempt to provide a better
description of the decomposition process.
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Fig. 2. Residual error for the neural network (�) and An model (�). The indexes for the temperatures are 1 for 198◦C, 2 for 202.5◦C, 3 for 203.5◦C,
4 for 205.0◦C, 5 for 207.0◦C, 6 for 209.0◦C, and 7 for 210.5◦C.
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Fig. 3. Kinetic model contribution: An (�), A2 ( ), A3 (+), A4 (�). Labels for temperatures are same as inFig. 2.



R.C.O. Sebastião et al. / Thermochimica Acta 412 (2004) 107–111 111

Fig. 2 presents the residual errors of the individual con-
tribution of the An model together with the neural network
error (Eq. (4)). The description of the process improves by
a factor of 2–7 when it is described byw2f(w1i).

The previous result indicates more than one model is im-
portant for the process at a given temperature. Within the
present approach this can be quantified by the relative values
of the weights in the output layer. The individual contribu-
tion is given by

c6k =
∣∣∣∣∣ w6k∑5

j=2w6j

∣∣∣∣∣ (8)

for k = 2, 3, . . . , 5 and the results are given inFig. 3.
The importance of the An is evident from this figure, hav-

ing the same importance as in the individual model analysis.
This can be seen by comparingTable 1with Fig. 3. Never-
theless other models are also important. This is the case for
the A2 model at 198◦C, the A3 model for 210.5◦C and the
A4 model for the other temperatures.

5. Conclusions

The present work discusses an alternative approach to de-
scribe thermal decomposition data using artificial neural net-
work. Based on the analogy between the nervous impulse
and the time dependence of kinetic models for thermal de-
composition, architecture with four models in the hidden
layer was constructed. The choice of this number of neurons
was made on a preliminary least square analysis among 15
models. Selected models were the Prout–Tompkins model
and the Avrami–Erofeev model (m= 2, 3 and 4).

Neural networks are powerful techniques to correlate a
set of inputs to outputs. A very precise description of the
problem can be achieved by controlling the number of layers
and the number of neurons in constructing the architecture.
Although the neural networks can be a very useful tool for
the experimentalist, the chemical contents of the problem
are usually lost. That was not the case when a single neuron

is used[6] or, as in the present approach, whenα is used
for the activation function.

Comparing with errors of the models separately, the com-
bination of models in the hidden layer increases the corre-
lation between input and output by a factor of 2–7. Also,
within this approach it was possible to quantify the in-
dividual importance of the models if the competition be-
tween them is considered. The thermal decomposition is
better described as a combination of process rather than
by an individual mechanism. That was evident from the
results.

The method presented in this paper is not restrict to
rhodium (II) acetate, and can be applied to other systems,
suggesting a powerful routine method to study solid thermal
decomposition process.
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